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ABSTRACT
Memes can be a useful way to spread information because they
are funny, easy to share, and can spread quickly and reach fur-
ther than other forms. With increased interest in COVID-19 vac-
cines, vaccination-related memes have grown in number and reach.
Memes analysis can be difficult because they use sarcasm and often
require contextual understanding. Previous research has shown
promising results but could be improved by capturing global and lo-
cal representations within memes to model contextual information.
Further, the limited public availability of annotated vaccine critical
memes datasets limit our ability to design computational methods
to help design targeted interventions and boost vaccine uptake. To
address these gaps, we present VaxMeme, which consists of 10,244
manually labelled memes. With VaxMeme, we propose a new mul-
timodal framework designed to improve the memes’ representation
by learning the global and local representations of memes. The
improved memes’ representations are then fed to an attentive rep-
resentation learning module to capture contextual information for
classification using an optimised loss function. Experimental results
show that our framework outperformed state-of-the-art methods
with an F1-Score of 84.2%. We further analyse the transferability
and generalisability of our framework and show that understanding
both modalities is important to identify vaccine critical memes on
Twitter. Finally, we discuss how understanding memes can be use-
ful in designing shareable vaccination promotion, myth debunking
memes and monitoring their uptake on social media platforms.

CCS CONCEPTS
• Information systems → Multimedia and multimodal re-
trieval.
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1 INTRODUCTION
Memes are typically images with embedded text that use humour
and satire, often aimed at encouraging sharing over social me-
dia. A meme that incorporates false or misleading information
can be weaponised for spreading misinformation and potentially
harmful beliefs and attitudes [33]. Vaccine critical information may
be associated with potentially harmful attitudes like vaccine hesi-
tancy or behaviours like vaccine refusal, and erode confidence in
vaccination campaigns [33, 40]. Evidence from social psychology
and population-level studies has shown connections between the
information people are exposed to online and the opinions they
express [7, 8].

Meme analysis on social media platforms, including Twitter,
can help identify emerging threats and guide targeted communi-
cation interventions, education, and policymaking [37]. Memes
that include vaccine critical information appear to have increased
in parallel with the introduction of COVID-19 vaccines [10], and
memes on social media are a popular source of vaccine misinfor-
mation [40]. Meme analysis is challenging because memes rely on
sarcasm and satire, which rely on understanding the context of the
image and text. In many cases, the visual and textual content use
juxtaposition for humour, and the meme’s meaning can be in direct
contrast with the text (Figure 1).

Most research on vaccines has focused primarily on using textual
content. However, posts with images are common and can alter the
text’s meaning, which creates a challenge in making sense of the
spread of misinformation and the influence of vaccine critical posts.
The limited public availability of annotated multimodal datasets
limits our ability to investigate new ways of interpreting and clas-
sifying social media posts that include vaccine critical memes.

Recent research on meme analysis has focused on tasks like de-
tecting hateful memes [21, 34], misleading information [38] and
fake news detection [39]. However, these methods, including the
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Figure 1: Examples of vaccine critical memes. Note that in
a meme shown on the left, an image becomes a humorous
way to identify that a meme is vaccine critical, whereas, for
a meme on the right, a text suggests that a meme is vaccine
critical.

previous state-of-the-art method to identify vaccine critical infor-
mation on social media [40], used various language models to ex-
tract textual features that focus on the locality of words, and they
hence lack the long-distance and non-consecutive word interac-
tions required to capture global features. While previous work on
identifying vaccine critical information using social media [40]
achieved good performance on a multimodal dataset created from
Instagram posts, it may not be able to capture global and local
representations of both textual and visual content within memes
and fails to capture contextual information because (i) the meme’s
textual and visual content are frequently unrelated and need to be
interpreted together; (ii) interpretation of the memes often relies on
contextual knowledge, and (iii) methods that use a cross-entropy
loss function has limitations that can lead to instability [14].

In this study, we aim to overcome the above limitations by pre-
senting VaxMeme1, a new multimodal data and framework to iden-
tify vaccine critical memes on Twitter. Our contributions are:

• We release a manually annotated dataset of 10,244 memes to
identify vaccine critical memes on Twitter.

• We present a multimodal framework that learns global and
local representations of visual and textual content within
memes and captures contextual information.

• We show that the proposed multimodal framework outper-
forms state-of-the-art baselines with an F1-Score of 84.2%
(an absolute increase of 2.6% compared to the best baseline
method) and also establish the transferability and generalis-
ability of the proposed framework.

2 RELATEDWORK
Social media is a valuable source of information and has beenwidely
used for various tasks like health mention classification [31], Identi-
fying suicide [30] and depression [28], and others [32]. Systematic
reviews show the wide range of applications for classifying user-
generated content for vaccine hesitancy on social media, such as in-
fectious diseases and outbreaks such as human papillomavirus [43],
measles Influenza [4], mining misinformation mining [6].
1https://github.com/usmaann/VaxMeme

2.1 Existing datasets
Only two multimodal datasets are used in the previous studies
to identify vaccine critical information on social media. The first
of them was presented by Wang et al. [40], where authors used
Instagram posts with text and visual content collected from January
2016 to October 2019 to identify vaccine critical information on
Instagram posts. MMCoVaR [2], a multimodal COVID-19 vaccine
focused data repository is the second dataset. MMCoVaR comprises
2,593 articles and 24,184 tweets from February 2020 to March 2021
and is limited to only COVID vaccine related posts. Both mentioned
datasets are not publicly available, whereas we make our dataset
publicly available for further research.

2.2 Existing methods for vaccine critical posts
2.2.1 Methods for textual data: Majority of research on identify-
ing vaccine critical posts on social media has mainly focused on
textual content [40]. Zhang et al. [44] presented three models for
analysing public sentiment on HPV vaccines on Twitter using trans-
fer learning. They fine-tuned bidirectional encoder representations
from Transformers (BERT) [5], and their results demonstrated the
effectiveness of the proposed framework, which also aided in the
discovery of vaccine uptake strategies. Recently, Naseem et al. [29]
categorised vaccine-related tweeter posts using word representa-
tion from the domain-specific context with common knowledge and
sentiment data. Their proposed method outperformed several tradi-
tional and recent transformer-based pre-trained language models.
Previously published architectures, however, only focus on local
semantic word representations using a sliding window for textual
content. However, long-range and non-consecutive semantic links
among feature representation words are required to capture global
characteristics. We address this limitation by using a graph-based
method to capture both local and global features of textual content.

2.2.2 Methods for multimodal data: Previously research has exam-
ined the use of multimodal content for detecting hateful memes [21,
34], misleading information [38], antisemitism [1], and fake news
detection [39]. Experiments conducted using unimodal and multi-
modal in previous studies showed that understanding both modali-
ties is essential for detection. Limited research has explored mul-
timodal data to identify vaccine critical memes on social media.
Recently, Wang et al. [40] created a multimodal dataset from Insta-
gram posts and presented a multimodal framework with semantic
and task-level attention to identifying vaccine critical information
on social media. In contrast, our work jointly learns global and local
representations of the textual and visual content of memes, which
provide complementary information to improve the identification
of vaccine critical memes on Twitter. We suggest that releasing a
robustly annotated dataset to the community will support further
advances and benchmarking of methods in this space.

2.3 Contrastive learning
Contrastive learning aims to learn an embedding space with posi-
tive pairs close together and negative pairs far apart. It is like metric
learning, which seeks to learn a distance function in an embedding
space [41]. Supervised contrastive loss-based methods have demon-
strated considerable success in a variety of tasks, including visual
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Table 1: We provide annotation instructions given to annotators. We also show the three most salient words for each label
found using sparse additive generative (SAGE). A higher SAGE coefficient indicates prominence within the corpus of that class.

Label Instructions Most salient words SAGE coefficient

Pro-vaccine
A meme (text or image or both) contains a content in favor of vaccines, advising
people to get vaccinated, a content about any event or place that is open only for

vaccinated people or promoting and selling products with slogans in favor of vaccines.

vaxxed 1.73
vaccinated 1.68

get vaccinated 1.67

Vaccine critical
A meme (text or image or both) criticises vaccines, contains vaccine

misinformation about vaccine side effects, vaccine conspiracy theories, and
cases or statistical conclusions against vaccines.

no vaccine for me 1.74
depopulation 1.72
vaccine death 1.70

Neutral
A meme (text or image or both) reports the events or others’ opinions objectively

related to vaccines, such as talking about rights of people related to vaccines, or news
or statistical charts about vaccines showing no content in favor or against vaccines.

vaccine passport 0.62
coronavirus 0.61
outbreak 0.50

representation learning [9], few-shot learning [26] and others [12].
However, to our knowledge, no study has used supervised con-
trastive learning to identify vaccine critical memes on social media.
We fill this gap and introduce an optimised loss function that uses
supervised contrastive loss to improve the identification of vaccine
critical memes on Twitter.

3 DATA
Data collection and annotation: We augmented a publicly avail-
able dataset released by Muric et al. [27]. Using the released tweet
ids, we collected only those tweets that contained both text and
images from October 2020 to April 2021, using the Twitter applica-
tion programming interface (API). We excluded tweets in languages
other than English, and the textual content was automatically ex-
tracted using Optical Character Recognition (OCR).

Annotators were given the original image and the OCR text to
label the data following the annotation guidelines. Our annotation
team includes 8 participants who are fluent in English and hold
academic degrees ranging from MSc to PhD. Annotation requires
an understanding of a meme’s textual and visual components.

Each meme was annotated independently during the annotation
process. Where there was a disagreement among the annotators, a
third annotator was assigned, and a majority vote decided the label.
To ensure consistency, memes were given to annotators in batches.
Fleiss’ kappa (𝜅) (coefficient of agreement between annotators) was
high (𝜅 = 0.85) in a randomly selected sample of 700 memes.

Annotators were provided with instructions (Table 1) prepared
by following a similar study on identifying vaccine critical posts
on social media by Wang et al. [40]. Before starting the annotation,
annotators were instructed to read the annotation instructions.
Following that, more discussions were held to determine whether
the annotation instructionswere clear to the annotators. Annotators
were instructed to select one of the three labels, i.e., pro-vaccine,
vaccine-critical, or neutral.
Data analysis: Table 1 shows the linguistic variance across the
labels in VaxMeme, obtained by analysing the sparse additive gen-
erative (SAGE) model [11] that combines topical and generalised
additive models. SAGE implies that by identifying the differenti-
ating words, we can determine the relative relevance of a class to

all other classes by comparing word distributions between a target
corpus and a reference corpus that use the metric of a log-odds
ratio. Because of the additive nature of SAGE, we can determine
which words have a significant impact on each label. The cluster of
words for the vaccine-critical label contains strong negative words
such as ‘no vaccine for me,’ ‘depopulation,’ and ‘vaccine death,’ as
anticipated. As for the memes labelled as pro-vaccine, we observe
clear indications of words in support of vaccines like ‘vaxxed,’ ‘vac-
cinated,’ and ‘get vaccinated.’ Finally, neutral words like ‘vaccine
passport,’ ‘coronavirus,’ and ‘outbreak.’ are used for memes labelled
as neutral. There is a shift in memes across both labels, as shown
by the most salient words in each class.
Data statistics: Based on the above steps, we constructed a new
multimodal dataset containing 10,244 memes (Table 2).

For real-time scenarios where the count of memes and differ-
ences in content requires computational methods to identify general
properties of vaccine critical memes to be useful in deployment, we
divided our dataset into 3 timelines (i.e., T1, T2, and T3) based on
the months a meme is posted (Table 2).

T1 contains memes from October 2020 to February 2021, when
more anti-vaccine memes were posted due to the following: FDA-
approved COVID vaccines for emergency use, and various articles
and news were published about Pfizer vaccine particles that cause
a rare allergic reaction etc. T2 contains memes only from March
2021, where we observed a rise in pro-vaccine memes due to the
availability of COVID vaccines. In T3, the number of pro-vaccine
memes increased in April 2021, indicating people’s support for
vaccines increased.

Table 2: Dataset Statistics

Data No. of
Pro-Vaccine

No. of
Vaccine critical

No. of
Neutral Total

Full Dataset 3983 3441 2820 10244

Timeline 1 (T1) 452 1679 1027 3158
Timeline 2 (T2) 1040 747 1062 2849
Timeline 3 (T3) 2491 1015 731 4237
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Figure 2: Overall architecture of the proposed multimodal framework.

4 METHODOLOGY
Overview of our framework: Figure 2 shows the proposed multi-
modal framework. It consists of text representation learning, image
representation learning, attentive representation learning, and clas-
sification. Below, we describe each module in depth.

4.1 Text representation learning
Our text representation learningmodule uses a graph neural network-
based method to extract global and local text representation. It con-
sists of 3 key steps: graph creation, word relationship, and readout
operation.
Graph creation: Following [45], we create the graph where the
uniquewords are represented as vertices, whereas the co-occurrences
between words are edges. We represent this graph creation step as
𝐺 = (𝑉 , 𝐸) where V is the set of vertices and E is the set of edges.
The co-occurrences explain the relationship between words that
appear in the graph within a fixed-size sliding window (length 3 by
default). Vertex embeddings are initialised with word features, rep-
resented by ℎ ∈ R |𝑉 |×𝑑 where d is the embedding dimension. We
propagate and contextualise word feature information during the
word interaction by creating individual graphs for every document.
Word relationship: We leverage gated graph neural network [23]
to extract the representations of the word nodes on each graph. A
node receives information from its neighbours and integrates it
into its representation to update. Because the graph layer functions
on first-order neighbours, we can stack such layers t times to ob-
tain high-order feature relationships, in which a node can reach
another node t hops away. This step of the word relationship is
mathematically represented as follows:

𝑎𝑡 = 𝐴ℎ𝑡−1𝑊𝑎, (1)

𝑧𝑡 = 𝜎 (𝑊𝑧𝑎
𝑡 +𝑈𝑧ℎ

𝑡−1 + 𝑏𝑧), (2)

𝑟𝑡 = 𝜎 (𝑊𝑟𝑎
𝑡 +𝑈𝑟ℎ

𝑡−1 + 𝑏𝑟 ), (3)

ℎ 𝑡 = 𝑡𝑎𝑛ℎ(𝑊ℎ𝑎
𝑡 +𝑈ℎ (𝑟𝑡 · ℎ𝑡−1) + 𝑏ℎ), (4)

ℎ𝑡 = ℎ 𝑡 · 𝑧𝑡 + ℎ𝑡−1 · (1 − 𝑧𝑡 ), (5)

where 𝐴 ∈ R |𝑉 |𝑥 |𝑉 | denotes the adjacency matrix, 𝜎 represents
the sigmoid function, and trainable weights and biases are repre-
sented by U,W, and b. r and z represent the reset and update gates,
respectively, to identify the extent to which neighbour information
adds to the current embedding of a node.
Readout Operation: The word nodes are combined to form a
graph-level representation of the post, which is then used to gener-
ate the final prediction after being sufficiently updated. The readout
operation [45] is defined as follows:

ℎ𝑣 = 𝜎 (𝑓1 (ℎ𝑡𝑣)) · 𝑡𝑎𝑛ℎ(𝑓2 (ℎ𝑡𝑣)), (6)

ℎ𝐺 =
1
|𝑉 |

∑︁
𝑣∈𝑉

ℎ𝑣 +𝑀𝑎𝑥𝑝𝑜𝑜𝑙𝑖𝑛𝑔(ℎ1, · · ·ℎ𝑣), (7)

𝑓1 and 𝑓2 denotes 2 multi-layer perceptrons. The former (𝑓1)
works similarly to a soft attention weight, whereas the latter (𝑓2)
is a non-linear feature transformation. We use max-pooling for
the graph representation ℎ𝐺 in addition to averaging the weighted
word features. The assumption is that each word in the text has a
meaning, and the keywords should be used more explicitly.

Above generated graph-based text representation ℎ𝐺 , containing
both global and local text information, is fed to self-attention in
our attentive representation learning module.

4.2 Image representation learning
Our image representation learning module uses ResNet-50 [15] as
the backbone to obtain image features. The global image features
𝑓𝑔 ∈ 𝑅𝐶 are obtained from the final adaptive average pooling layer
of the ResNet-50 model, where C represents the feature dimension.
We obtained the local image features from an intermediate convo-
lution layer and vectorized them to get the C-dimensional features
for each of the M image sub-regions: 𝑓𝑙 ∈ 𝑅𝐶𝑥𝑀 .

Above generated image representation, containing both global
𝑓𝑔 and local 𝑓𝑙 image features, are fed to self-attention and intra-
modality attention in the attentive representation learning module.
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4.3 Attentive representation learning
Single modality-based attention: We utilise the self-attention
mechanism to emphasise the important content of both textual and
visual features. For textual features, we feed the graph-based text
representationℎ𝐺 , containing both global and local text information
to a self-attention to emphasise the important textual featuresℎ𝑎𝑡𝑡𝑛

𝐺
.

ℎ𝑎𝑡𝑡𝑛𝐺 =𝑊ℎ𝐺 ⊗ ℎ𝐺 ; (8)

where𝑊ℎ𝐺 is a learnable parameter, and ⊗ represents the outer
product of a matrix.

For visual features, we feed local image features (𝑓𝑙 ) to the atten-
tion module to capture local image features 𝑓 𝑎𝑡𝑡𝑛

𝑙
.

𝑓 𝑎𝑡𝑡𝑛
𝑙

=𝑊𝑓𝑙 ⊗ 𝑓𝑙 ; (9)

where𝑊𝑓𝑙 is a learnable parameter, and ⊗ denotes the outer
product of a matrix.

Following that, we use an intramodality attention module to
integrate the self-attended image local features (𝑓𝑙 ) with the global
image features (𝑓𝑔) to capture image features (𝐹𝑎𝑡𝑡𝑛

𝐼
). This stage aims

to integrate the local image descriptions with the meme’s global
semantics. Overall, the meme’s semantics are captured by local and
global features, considering the meme’s background context.
Cross-modality-based attention: We observed that text embed-
ded in memes is more relevant for some memes, whereas, for others,
image plays a vital role in identifying vaccine critical memes (Fig-
ure 1). To address this, our cross-modality-based attention uses an
attention method to integrate the representations from both the
textual and the visual modalities. Inspired by previous work by
Gu et al. [13], we create our cross-modality-based attention fusion
with two major steps: generation of modality attention and con-
catenating weighted features. The attention scores [𝑎𝑣, 𝑎𝑡 ] for the
two modalities are generated in the first step using a sequence of
dense layers followed by a softmax layer.

In the second step, we combine the original unimodal features
by weighing them according to their respective attention scores.
For better gradient flow, we also employ residual connections.

𝐹𝑉
𝑀𝑒𝑚𝑒

= (1 + 𝑎𝑣)𝐹𝑎𝑡𝑡𝑛𝐼 (10)

𝐹𝑇𝑀𝑒𝑚𝑒 = (1 + 𝑎𝑡 )ℎ𝑎𝑡𝑡𝑛𝐺 (11)

𝐹𝑀𝑒𝑚𝑒 =𝑊𝐹 ⊗ [𝐹𝑉
𝑀𝑒𝑚𝑒

, 𝐹𝑇𝑀𝑒𝑚𝑒 ] (12)

where,𝑊𝐹 is a learnable parameter, and 𝐹𝑀𝑒𝑚𝑒 is the final rep-
resentation. We feed the final meme representation obtained from
the cross-modality attention module into a fully-connected layer
for the final classification.

4.4 Classification
Supervised contrastive Loss: Motivated by the learning approach
that humans use when provided with few examples, we focus on
finding similarities between the examples of each class and compare
them with examples from other classes. We propose using a con-
trastive learning loss that captures similarities between examples
from the same class and contrasts them with examples from other

classes in the embedding space to leverage the label information
better. We define the contrastive loss as:

𝐿𝑆𝐶𝐿 =

𝑁∑︁
𝑖=1

−1
𝑁�̂�𝑖 − 1

𝑁∑︁
𝑗=1

1𝑖≠𝑗 · 1�̂�𝑖=�̂� 𝑗
· log(

𝑒𝑥𝑝 (𝑧𝑖 ) · (𝑧 𝑗 )/𝜏)∑𝑁
𝑘=1 𝑒𝑥𝑝 (𝑧𝑖 ) · (𝑧𝑘 )/𝜏)

(13)
Where 𝑁�̂�𝑖 is the total number of memes in the minibatch that

have the same label, 𝑦𝑖 , as the anchor, 𝑖 , the dot product (·) denotes
similarity score between positive and negative examples of a vector
z, and 𝜏 is a scalar temperature parameter which controls the effect
of the hard negatives in the training process.
Cross-entropy Loss: We fed the representations (ℎ𝑎𝑡𝑡𝑛

𝐺
and 𝐹𝑎𝑡𝑡𝑛

𝐼
)

from the single modality-based attention to the cross-entropy loss,
which is defined as:

𝐿𝐶𝐸 = −
𝑐∑︁

𝑐=1
𝑦 log(𝑦) (14)

where 𝑦 represents the true class label and𝐶 represents the total
number of classes in the dataset.
Final Loss: Our final loss function is a weighted average of cross-
entropy and the supervised contrastive loss, as given in equation
(15). The canonical definition of the multi-class cross-entropy (CE)
loss is given in equation (14). The supervised contrastive loss (SCL)
is given in equation (13). We optimise the following final loss when
training our model:

𝐿 = (1 − 𝜆)𝐿𝐶𝐸 + 𝜆𝐿𝑆𝐶𝐿 (15)
where 𝜆 controls how much each loss term contributes.

5 EXPERIMENTS
5.1 Experimental settings
We used similar experimental settings for all experiments and 10-
fold cross-validation for consistency. F1-Score, Recall, and Preci-
sion scores are used to examine the performance of our proposed
framework, and the average of all folds is reported. Our proposed
framework can be trained end-to-endwith backpropagation, andwe
performed gradient-based optimization using the Adam update rule
with a learning rate of 0.001. We used the base version of pretrained
language models using the HuggingFace library. Variable-length
posts are padded and trained for 50 epochs.

5.2 Baselines
5.2.1 Unimodal Models: For the unimodal-based baselines, we
used text-only and image-only-based methods, commonly used in
similar previous studies (explained in section 2), to compare the
performance. We used the following methods:

• Unimodal - Text only: For the text-only based unimodal, we
used long-short term memory (LSTM) [16], gated recurrent
unit (GRU) [3], and a BERT [5], a state-of-the-art pretrained
transformer-based language model. We also compared the re-
sults of our method with state-of-the-art graph-based meth-
ods like TextGCN [42] and BertGCN [24].

• Unimodal - Image only: For the image-based unimodal base-
lines, we used DenseNet [17], VGGNet [36] and ResNet [15].
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5.2.2 MultimodalModels: Multimodal-basedmethods have shown
good performance over unimodal-based methods over a wide range
of multimodal tasks. We used the following multimodal-based meth-
ods, which have been widely used in previous studies.

We experimented with a multimodal method trained using a
multimodal objective. In particular, we used Vision and Language
BERT (ViLBERT) [25], VisualBERT [22], Multimodal Bitransformer
(MMBT) [20], Event adversarial neural networks (EANN) [39], Mul-
timodal variational autoencoder (MVAE) [19], Recurrent Neural
Network with an attention mechanism (att-RNN) [18], MultimOdal
framework for detecting harmful memes and their targets (MO-
MENTA) [34], and DisMultiHate [21]. In addition, we also compared
our results with Duo-generative explainable (DGExplain) [35], a
generative method for identifying multimodal COVID-19 misinfor-
mation that evaluates the cross-modal relationship between visual
and textual content in multimodal news content and SeTa-Attn [40],
a multimodal deep neural network with semantic and task-level
attention for detecting vaccine critical posts on social media.

6 RESULTS
6.1 Comparison with Baselines
Overall comparison: Table 3 presents the overall performance of
our multimodal framework when compared to the state-of-the-art
methods. The performance of using text-onlymethods is better than
image-only methods; this is as expected, given that text contains
more explicit information than visual information in posts. Further,
BERT outperforms GRU and LSTM, which is expected because
BERT can better capture contextual representation than LSTM
and GRU. We also observed that graph-based methods perform
better when compared to other text-only baselines. We attribute
this increase to the possibility of better capturing global and local
text representation of a user post. In addition, we also note that the
performance of both (text only and image only) models is low, i.e.,
no higher than an F1-Score of 74.10%. As a result, textual and visual
data must reflect the distinct characteristics of a meme. Following
that, we show how combining texts and images helps improve
performance when identifying vaccine misinformation in memes.

We observed higher performance in multimodal methods com-
pared to only text-only and visual-only models (Table 3). Further,
the state-of-the-art multimodal methods, i.e., ViLBERT, VisualBERT,
and NMBT, that are designed for classifying vision-and-language
tasks perform poorly compared to other multimodal methods, i.e.,
EANN, MVAE, att-RNN, MOMENTA, DisMultiHate and SeTa-Attn
that are designed for the identification of specific tasks such as
rumour detection, fake news detection, hateful memes detection
and vaccine misinformation detection on social media. VisualBERT
achieved an F1-Score of 79.33%, whereas SeTa-Attn, designed to
detect vaccine misinformation using multimodal data, achieved an
F1-Score of 81.65%.

We observed that the proposed method outperformed all tested
methods, both unimodal and multimodal modal, and achieved an
F1-Score of 84.20%, an absolute increase of 2.55% when compared
to SeTa-Attn (best baseline), which is designed to capture vaccine
misinformation using multimodal data. We also observe that the
performance of othermultimodal methods (i.e., MVAE, EANN, SDM,
DGExplan, and MTAN) that are designed for other tasks are less

Table 3: Comparison: Proposed framework v/s the baselines.
* shows that our proposed framework obtained a significant
(p < 0.05) performance improvement over the second best
approach (underlined) under Mann–Whitney U test.

Type Model F1-Score Precision Recall

Text only

LSTM 68.48 69.22 68.69
GRU 68.56 68.73 68.73
BERT 72.69 72.81 75.75

TextGCN 73.60 73.30 74.50
BertGCN 74.10 74.00 74.80

Image only
DenseNet 61.42 63.68 62.88
ResNet 58.99 63.62 61.36
VGGNet 58.57 61.65 60.60

Multimodal

ViLBERT 77.23 76.73 76.27
VisualBERT 79.33 78.84 78.25

MMBT 78.97 78.61 78.13
DisMultiHate 80.10 80.35 79.10

MVAE 80.67 81.00 79.58
EANN 80.78 81.13 79.69

MOMENTA 80.07 81.22 81.02
att-RNN 81.15 81.48 80.04

DGExplain 81.50 81.90 80.00
SeTa-Attn 81.65 82.36 80.96

Proposed 84.20* 85.00* 83.42*

desirable in detecting vaccine critical memes on Twitter. The reason
is that these methods focus on local representations of visual and
textual content within memes and ignore global representations,
i.e., long-distance relations, resulting in low performance.
Transferability of proposed method: Compared to the best
performing baselines from each modality, our proposed method
outperforms the baselines and shows the smallest degradation in
performance when tested on data from different timelines, i.e., T1,
T2, and T3 (Table 4). To evaluate the transferability, we first train
and test all models on each timeline separately, then train on one
timeline and test the other two timelines. We demonstrate that the
proposed method outperformed the best-baseline method with an
absolute increase ranging from 3.44% to 4.57% in terms of F1-Score
when trained and tested on the same timeline. Further, when tested
on other timelines, the proposed method achieved an absolute in-
crease of 4.65% and 5.84% F1-Score when models were trained on
T1 and tested on T2 and T3 timelines, respectively. For T2, the pro-
posed method outperformed SeTa-Attn with an absolute increase
of 9.39% and 8.04% F1-Score when tested on T1 and T3, respectively.
Finally, for T3, the proposed method outperformed SeTa-Attn by
4.38% and 6.27% F1-Score when tested on T1 and T2, respectively.
This transferability shows the robustness and generalisability of
the proposed method on new unseen results.

6.2 Analysis
Ablation analysis: An ablation analysis shows that each of the
new components we included in the proposed multimodal frame-
work contributed to the overall performance (Table 5). The F1-Score
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Table 4: Transferability of the best-performing baselines from each modality (Text only, Image only, Multimodal) and the
proposed framework on T1, T2, and T3. The models are trained using the timelines in the row and tested using the timelines in
the column. Bold indicates the best transferable results for each timeline.

Timeline\Models T1 T2 T3

F1-Score Precision Recall F1-Score Precision Recall F1-Score Precision Recall

T1

BertGCN 71.20 71.50 71.40 66.10 67.00 67.10 67.50 67.40 67.30
DensNet 55.07 55.23 58.78 51.02 52.94 55.39 52.09 53.30 54.28
SeTa-Attn 73.29 74.27 73.05 67.53 68.11 70.09 69.16 69.25 69.20
Proposed 78.25 78.59 79.16 71.78 71.62 74.73 74.83 74.37 76.54

T2

BertGCN 59.90 62.80 59.50 70.10 71.00 71.80 65.20 63.15 60.20
DensNet 49.84 52.64 54.55 54.32 53.94 57.69 50.18 51.94 53.68
SeTa-Attn 62.68 63.75 63.03 73.47 72.88 72.84 68.15 68.40 68.58
Proposed 71.11 70.49 72.71 78.76 77.29 80.29 75.58 75.27 77.64

T3

BertGCN 62.60 66.35 62.50 67.50 67.90 68.20 71.20 71.90 71.50
DensNet 47.68 50.45 54.08 50.64 52.42 57.03 53.80 54.21 58.56
SeTa-Attn 66.87 64.83 69.51 68.58 69.16 72.91 74.61 73.97 75.27
Proposed 71.25 71.09 71.92 75.82 75.21 77.30 79.18 78.64 78.39

dropped (from 84.20% to 80.17%) when we removed the attentive
representation layer (ARL) from our framework. Similarly, per-
formance dropped to an F1-Score of 82.70% when we removed
contrastive loss (SCL) from our loss function. Finally, removing the
image and text features from the proposed framework resulted in
F1-Score dropping to 78.32% and 64.40%, respectively. Hence, we
deduce that the strengths of our framework lie in integrating all
modules that contribute to increased performance.
Generalisability test:Ageneralisability test shown onHarmC [34]
memes dataset shows that the proposed framework outperformed
the best results of 82.80% F1-Score reported in [34] and Seta-Attn
with an F1-Score of 83.50% by an absolute increase of 3.50% and
2.80% respectively. Our generalisability test concludes that our

Table 5: Ablation analysis: Proposed framework w/o SCL
shows the result of using cross-entropy only as a loss func-
tion, i.e., without a supervised contrastive loss (SCL) from
the final loss. Proposed w/o ARL shows the results without
the attention representation learning (ARL) module from
the proposed method. Proposed w/o image ad proposed w/o
text represent the results without image and test features in
the proposed method. *indicates that the proposed frame-
work obtained a significant (p < 0.05) performance improve-
ment over other variants of the proposed method under the
Mann–Whitney U test.

Method F1-Score Precision Recall

Proposed 84.20* 85.00* 83.42*
Proposed w/o SCL 82.70 82.86 82.82
Proposed w/o ARL 80.17 79.86 80.16

Proposed w/o image features 78.40 78.51 78.45
Proposed w/o text features 64.10 64.66 65.35

framework is generalisable and outperforms the state-of-the-art
and Seta-Attn in other (i.e., harmful) meme classification tasks.
Qualitative analysis: Figure 3 shows examples of memes correctly
predicted by our framework. We can observe that only capturing
one modality of data may result in a wrong prediction as it does
not capture the underlying context of a meme. For example, in the
second meme in Figure 3, if we only focus on the text, then the pre-
diction would be wrong as the context of the meme changes with
the visual content, which shows that it is important to capture both
modalities of data to identify the memes with misinformation cor-
rectly. Based on these examples, we can conclude that our method,
which captures both modalities with both global and local features
and captures important features due to our attention representa-
tion learning mode, outperforms both unimodal and multimodal
baselines, including the current state-of-the-art method.
Error analysis:We discuss some of the cases where our method
failed: (i) posts where there is insufficient information, i.e., both
image and text do not contain words or user opinions against vac-
cines, (ii) the OCR failed to detect the words; and (iii) posts that
are challenging to make correct predictions without having addi-
tional domain knowledge. Examples of memes that are incorrectly
predicted by the proposed framework are shown in Figure 4.

7 PRACTICAL IMPLICATIONS
Memes are an effective way to spread vaccine critical information
on social media. Social media platforms and public health organisa-
tions need to quickly identify social media posts that are vaccine
critical or may spread misinformation so that they can act. This may
need to be done for individual posts rather than for users; actions
from social media platforms might include downranking and flag-
ging posts for their content, and actions from public health organi-
sations might include targeted communication interventions and
debunking emerging myths. For memes specifically, understanding
how memes become popular and spread may also be useful for
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Figure 3: Qualitative analysis: Examples of memes that are correctly predicted by the proposed method.

Figure 4: Error analysis: Examples of the memes that are
incorrectly predicted by the proposed method.

designing shareable vaccination promotion and myth-debunking
memes and monitoring their uptake on social media platforms.

The proposed method improves over existing approaches for
classifying memes and illustrates the importance of interpreting the
text and image together and in context because memes often use
sarcasm and juxtaposition to mean something other than what the
literal interpretation of the text or image might suggests. We sug-
gest that releasing a robustly annotated dataset to the community
can facilitate benchmarking of methods and lead to advancements
in this important space. While this study was focused on vaccines,
we expect the proposed method would also be useful for other
scenarios in which memes are used to spread incorrect or mis-
leading information. Finally, the proposed multimodal framework
cannot be immediately applied to realistic scenarios. It would be

a component of an action plan that calls for collecting more and
better-labelled data, conducting trials, and receiving regulatory
approval for implementing policy actions against misinformation.

8 ETHICAL CONSIDERATIONS
No human ethics approval was required to analyse data in this study
because we annotated data that were published and made available
for research purposes, and no participants were recruited. The
annotated data we release include de-identified publicly available
posts from Twitter, where users well understand public access and
there is no expectation of privacy.

9 CONCLUSION
In this work, we study the problem of identifying vaccine critical
memes on Twitter. Our contribution is constructing and releas-
ing a new annotated multimodal dataset with 10,244 memes col-
lected from Twitter. In addition, we presented a new multimodal
framework that learns global and local visual and textual content
within memes. The improved memes’ representations are then fed
to an attentive representation learning module to capture contex-
tual information for classification using an optimised loss func-
tion. Our experimental results demonstrated that our multimodal
framework outperformed the state-of-the-art methods. We further
demonstrated the transferability and generalisability of the pro-
posed method and showed that understanding both modalities is
important to identifying vaccine critical memes on Twitter. We
hope that releasing a new annotated multimodal dataset to the
community will support further advances and benchmarking of
computational methods in this important field.
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